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(57) ABSTRACT

An image processing device comprising a representative par-
allax acquisition unit, a scene separation unit to separate the
stereoscopic video into multiple scenes when a parallax width
does not comply with an allowable parallax width, a parallax
adjustment unit to decide whether a scene parallax width
complies with the allowable parallax width, and uniformly
adjust the representative parallaxes for the respective stereo-
scopic image frames constituting the scene such that the
scene parallax width complies with the allowable parallax
width, the scene parallax width being defined by a maximum
value and a minimum value of the representative parallaxes
for the respective stereoscopic image frames constituting the
scene, and an output unit, wherein the representative paral-
laxes for the respective stereoscopic image frames include a
statistical operation value to be calculated based on parallaxes
that, of parallaxes for the stereoscopic image frames, meet a
predetermined condition.
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IMAGE PROCESSING DEVICE, METHOD,
AND RECORDING MEDIUM THEREFOR

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a Continuation of PCT International
Application No. PCT/JP2012/078933 filed on Now. 8, 2012,
which claims priority under 35 U.S.C §119(a) to Japanese
Patent Application No. 2011-277352 filed on Dec. 19, 2011.
Each of the above application(s) is hereby expressly incorpo-
rated by reference, in its entirety, into the present application.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to image processing, and
particularly to an adjustment of a binocular parallax for each
stereoscopic image frame of a stereoscopic video.

2. Description of the Related Art

A stereoscopic image processing device in Japanese Patent
Application Laid-Open No. 2004-221699 (hereinafter
referred to as PTL 1), when a displayed subject reaches a limit
parallax, generates parallax images in accordance with
acquired adequate parallax information, such that the
adequate parallax is implemented in subsequent stereoscopic
display. The control of the parallax is implemented by going
back to three-dimensional data and optimally setting a cam-
era parameter. Here, a two-dimensional image generation
unit of the stereoscopic image processing device calculates a
depth Fxy that meets the adequate parallax. When the range of
the depth is K1 to K2 and the depth value of each pixel is Gxy,
Fxy=J1+(Gxy-K1)x(J2-J1)/(K2-K1) holds. In the case
where Fxy is not an integer, a rounding or a process for
decreasing an approximation parallax is performed.

A three-dimensional image processing device in Japanese
Patent Application Laid-Open No. 6-028452 (hereinafter
referred to as PTL 2) provides an observation viewpoint sen-
sor to detect an observation viewpoint of a facing observer, on
a display device to display a three-dimensional image shown
in perspective by a viewpoint coordinate system, and a com-
puter moves the viewpoint coordinate system of the display
image, in tune with the observation viewpoint detected by the
observation viewpoint sensor. Thereby, the perspective view-
point of the three-dimensional image to be displayed on the
display device is moved so as to follow the observation view-
point of the observer, and the image display is performed such
that the perspective viewpoint always accords with the obser-
vation viewpoint.

A three-dimensional image display device in Japanese
Patent Application Laid-Open No. 9-238369 (hereinafter
referred to as PTL 3) includes a viewpoint detection device to
detect a viewpoint position of an observer, a picture genera-
tion device to generate two pictures having a parallax for the
left and right eyes, a picture display device to display the two
pictures for individually projecting them, and a picture pro-
jection device to individually project the two displayed pic-
tures to the left and right eyes of the observer. The picture
generation device generates pictures that reflect the change in
an observation direction for an observation object corre-
sponding to the movement of the viewpoint of the observer,
based on output signals of the viewpoint detection device.
Furthermore, the picture generation device generates pictures
of an imaginary body that reflect the change in the observa-
tion direction for the observation object corresponding to the
movement of the viewpoint of the observer, and that have a
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2

parallax for the left and right eyes of the observer, based on
output signals of the viewpoint detection device.

A stereoscopic image display method in Japanese Patent
Application Laid-Open No. 8-327948 (hereinafter referred to
as PTL 4), by a configuration that includes a display unit to
provide a liquid crystal shutter in front of'a display device and
dispose a lenticular lens in front of the liquid crystal shutter,
and a control unit to which a viewpoint position of an observer
is input, displays a parallax image corresponding to the right
eye and left eye on the display device by time division, and
synchronously with the parallax image, changes the width
and position of a light-transmitting part of the liquid crystal
shutter in response to the viewpoint position of the observer,
allowing the parallax image to be observed by a correspond-
ing eye through the lenticular lens.

SUMMARY OF THE INVENTION

It may occur that a stereoscopic video using a parallax
induces fatigue of a viewer if it is not displayed by an appro-
priate parallax amount. The appropriate parallax amount var-
ies depending on the size of a display device for displaying,
the stereoscopic fusion limit of a viewer, and the like. There-
fore, it is necessary to perform a parallax adjustment corre-
sponding to them.

When the stereoscopic image, as a result of the parallax
adjustment, is played back by a parallax different from a
parallax at the time of taking the image, it may occur that a
viewer has an uncomfortable feeling. Therefore, it is desir-
able to perform the parallax adjustment so as to keep the
original parallax at the time of taking the stereoscopic image
as much as possible.

In PTL 1, a depth Fxy meeting an adequate parallax is
calculated and rounded off. Therefore, it may occur that the
parallaxes between frames become equivalent and a change
in stereoscopic effect involved in a frame transition cannot be
sensed, or conversely, that the parallaxes change too much
between frames, leading to fatigue of a viewer.

The present invention has an object to prevent an original
parallax from being considerably impaired by the parallax
adjustment of a stereoscopic video.

The present invention provides an image processing device
including: a representative parallax acquisition unit to acquire
a representative parallax for each of multiple stereoscopic
image frames constituting a whole or predetermined partial
range of a stereoscopic video; a scene separation unit to
separate the stereoscopic video into multiple scenes, when a
parallax width does not comply with an allowable parallax
width, the parallax width being defined by a maximum value
and a minimum value of the representative parallax for each
stereoscopic image frame acquired by the representative par-
allax acquisition unit, and the allowable parallax width being
defined by a previously determined maximum allowable par-
allax and a minimum allowable parallax; a parallax adjust-
ment unit to decide whether a scene parallax width complies
with the allowable parallax width, for each of the scenes
separated by the scene separation unit, and, in response to the
decision result, uniformly adjust the representative parallax
for each stereoscopic image frame constituting the scene such
that the scene parallax width complies with the allowable
parallax width, the scene parallax width being defined by a
maximum value and a minimum value of the representative
parallax for the stereoscopic image frame constituting the
scene; and an output unit to output the stereoscopic image
frame whose representative parallax is adjusted by the paral-
lax adjustment unit, in which the representative parallax for
each stereoscopic image frame includes a statistical operation
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value to be calculated based on parallaxes that, of parallaxes
for the stereoscopic image frame, meet a predetermined con-
dition.

When the scene parallax width for a certain scene complies
with the allowable parallax width but the maximum value of
the representative parallax for the stereoscopic image frame
constituting the scene is higher than a previously determined
upper limit of the representative parallax, the parallax adjust-
ment unit adjusts the representative parallax for each stereo-
scopic image frame constituting the scene such that the rep-
resentative parallax falls below the upper limit of the
representative parallax.

When each scene parallax width corresponding to two or
more successive scenes complies with the allowable parallax
width but the maximum value of the representative parallax
for the stereoscopic image frame constituting the two or more
successive scenes is higher than the upper limit of the repre-
sentative parallax, the parallax adjustment unit uniformly
adjusts the representative parallax for each stereoscopic
image frame constituting the two or more successive scenes
such that the representative parallax falls below the upper
limit of the representative parallax.

When the scene parallax width for a certain scene complies
with the allowable parallax width but the minimum value of
the representative parallax for the stereoscopic image frame
constituting the scene falls below a previously determined
lower limit of the representative parallax, the parallax adjust-
ment unit adjusts the representative parallax for each stereo-
scopic image frame constituting the scene such that the rep-
resentative parallax is higher than the lower limit of the
representative parallax.

When each scene parallax width corresponding to two or
more successive scenes complies with the allowable parallax
width but the minimum value of the representative parallax
for the stereoscopic image frame constituting the two or more
successive scenes falls below the lower limit of the represen-
tative parallax, the parallax adjustment unit uniformly adjusts
the representative parallax for each stereoscopic image frame
constituting the two or more successive scenes such that the
representative parallax is higher than the lower limit of the
representative parallax.

When the scene parallax width for a scene separated in
accordance with a first predetermined criterion does not com-
ply with the allowable parallax width, the scene separation
unit separates the stereoscopic video in accordance with the
first predetermined criterion and a second criterion that is
different from the first predetermined criterion.

The second criterion has a lower estimation accuracy for a
change in the scene than first criterion.

For each of the scenes separated in accordance with the first
criterion and the second criterion by the scene separation unit,
the parallax adjustment unit decides whether the scene par-
allax width for the scene complies with the allowable parallax
width, and adjusts the representative parallax for each stereo-
scopic image frame constituting the scene such that the scene
parallax width complies with the allowable parallax width,
when deciding that the scene parallax width for the scene does
not comply with the allowable parallax width.

When a difference of adjustment amounts of the represen-
tative parallaxes between two contiguous scenes exceeds a
predetermined threshold value, the parallax adjustment unit
performs a smoothing of the adjustment amounts of the rep-
resentative parallaxes between the two contiguous scenes.

Preferably, the statistical operation value includes at least
one of an average value, a maximum value, a minimum value,
a mode value and a median value of the parallaxes for the
stereoscopic image frame.
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Preferably, the representative parallax for each stereo-
scopic image frame includes at least one of an average value,
a maximum value, a minimum value, a mode value and a
median value of parallaxes for a subject present on a back-
ground side or parallaxes for a subject present on a fore-
ground side, among the parallaxes for the stereoscopic image
frame, the background side being a side in a direction farther
from an imaging device than a cross point, and the foreground
side being a side in a direction closer to the imaging device
than the cross point.

Preferably, the parallaxes that meet the predetermined con-
dition should include a parallax for a gazing position to the
stereoscopic image frame.

Preferably, the gazing position includes a gazing point of a
viewer of the stereoscopic image frame, a gazing point of a
videographer of the stereoscopic image frame, or an arbitrary
designated gazing point in the stereoscopic image frame.

Preferably, the parallaxes that meet the predetermined con-
dition includes parallaxes for a face area, parallaxes for a
focusing evaluation value calculation area, parallaxes for a
central image area, parallaxes for a subject present on a back-
ground side among the parallaxes for the stereoscopic image
frame, or parallaxes for a subject present on a foreground side
among the parallaxes for the stereoscopic image frame. The
background side is a side in a direction farther from an imag-
ing device than a cross point, and the foreground side is a side
in a direction closer to the imaging device than the cross point.

Preferably, the representative parallax for each stereo-
scopic image frame includes both a first representative paral-
lax, which is a maximum value of the parallaxes that are of the
parallaxes for the stereoscopic image frame and that meet the
predetermined condition, and a second representative paral-
lax, which is a minimum value of the parallaxes that, of the
parallaxes for the stereoscopic image frame, meet the prede-
termined condition, and the scene separation unit separates
the stereoscopic video into the multiple scenes, when the
parallax width defined by the maximum value of the first
representative parallax and the minimum value of the second
representative parallax does not comply with the allowable
parallax width defined by the previously determined maxi-
mum allowable parallax and the minimum allowable paral-
lax.

The present invention provides an image processing
method to be executed in an image processing device includ-
ing a representative parallax acquisition unit, a scene separa-
tion unit, a parallax adjustment unit and an output unit, the
image processing method including: a step of acquiring by
the representative parallax acquisition unit a representative
parallax for each of multiple stereoscopic image frames con-
stituting a whole or predetermined partial range of a stereo-
scopic video; a step of separating by the scene separation unit
the stereoscopic video into multiple scenes, when a parallax
width does not comply with an allowable parallax width, the
parallax width being defined by a maximum value and a
minimum value of the representative parallax for each stereo-
scopic image frame acquired by the representative parallax
acquisition unit, and the allowable parallax width being
defined by a previously determined maximum allowable par-
allax and a minimum allowable parallax; a step of deciding by
the parallax adjustment unit whether a scene parallax width
complies with the allowable parallax width, for each of the
scenes separated by the scene separation unit, and, in
response to the decision result, uniformly adjusting the rep-
resentative parallax for each stereoscopic image frame con-
stituting the scene such that the scene parallax width complies
with the allowable parallax width, the scene parallax width
being defined by a maximum value and a minimum value of
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the representative parallax for the stereoscopic image frame
constituting the scene; and a step of outputting by the output
unit the stereoscopic image frame whose representative par-
allax is adjusted by the parallax adjustment unit, in which the
representative parallax for each stereoscopic image frame
includes a statistical operation value to be calculated based on
parallaxes that, of parallaxes for the stereoscopic image
frame, meet a predetermined condition.

The present invention provides an image processing pro-
gram to be executed in an image processing device including
a representative parallax acquisition unit, a scene separation
unit, a parallax adjustment unit and an output unit, the image
processing program comprising: a step of acquiring by the
representative parallax acquisition unit a representative par-
allax for each of multiple stereoscopic image frames consti-
tuting a whole or predetermined partial range of a stereo-
scopic video; a step of separating by the scene separation unit
the stereoscopic video into multiple scenes, when a parallax
width does not comply with an allowable parallax width, the
parallax width being defined by a maximum value and a
minimum value of the representative parallax for each stereo-
scopic image frame acquired by the representative parallax
acquisition unit, and the allowable parallax width being
defined by a previously determined maximum allowable par-
allax and a minimum allowable parallax; a step of deciding by
the parallax adjustment unit whether a scene parallax width
complies with the allowable parallax width, for each of the
scenes separated by the scene separation unit, and, in
response to the decision result, uniformly adjusting the rep-
resentative parallax for each stereoscopic image frame con-
stituting the scene such that the scene parallax width complies
with the allowable parallax width, the scene parallax width
being defined by a maximum value and a minimum value of
the representative parallax for the stereoscopic image frame
constituting the scene; and a step of outputting by the output
unit the stereoscopic image frame whose representative par-
allax is adjusted by the parallax adjustment unit, in which the
representative parallax for each stereoscopic image frame
includes a statistical operation value to be calculated based on
parallaxes that, of parallaxes for the stereoscopic image
frame, meet a predetermined condition. Furthermore, the
present invention provides a non-transitory computer-read-
able recording medium having the image processing program
recorded therein.

When the parallax width for a stereoscopic video does not
comply with an output-allowable parallax width, the present
invention separates the stereoscopic video into multiple
scenes, decides whether the parallax width for each scene
complies with the output-allowable parallax width, and
adjusts the representative parallaxes for the scene in response
to the decision result. The parallax width for the whole ste-
reoscopic video is not uniformly adjusted, but the parallax
width is adjusted for each scene. Therefore, it is possible to
prevent the stereoscopic effect of the stereoscopic video from
being lost as a whole.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a front perspective diagram of a digital camera.

FIG. 2 is a back perspective diagram of the digital camera.

FIG. 3 is a block diagram of the digital camera.

FIG. 4 is a schematic diagram of a parallax limit in the
divergence direction.

FIG. 5 is a flowchart of a parallax adjustment process.

FIG. 6 is a diagram showing an example of a stereoscopic
video representative parallax-output parallax conversion
table.
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FIG. 7 is a schematic diagram of a parallax shift according
to a first embodiment.

FIG. 8 is a schematic diagram of a parallax shift according
to a second embodiment.

FIG. 9 is a block diagram of a display playback device.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

FIG. 1 is a front perspective diagram showing the appear-
ance configuration of a digital camera 10 that is an embodi-
ment of the present invention. FIG. 2 is a back perspective
diagram showing an example of the appearance configuration
of the digital camera.

The digital camera 10 includes multiple sets of imaging
means (FIG. 1 illustrates two sets.), and allows for an image
taking for an identical subject from multiple viewpoints (FI1G.
1 illustrates two right and left viewpoints). Here, in the
embodiment, the case including two sets of imaging means is
explained as an example, for the convenience of explanation.
However, the present invention is not limited to this, and the
case of including three or more sets of imaging means is
applicable similarly.

A camera body 112 of the digital camera 10 according the
embodiment is formed in a rectangular box shape, and as
shown in FIG. 1, is provided with a pair of image-taking
optical systems 11R, 111 and a strobe 116 on the front sur-
face. Furthermore, on the top surface of the camera body 112,
a release button 14, a power/mode switch 120, a mode dial
122 and the like are provided. Furthermore, on the back
surface ofthe camera body 112, as shown in FIG. 2, a monitor
13 configured by a liquid crystal display device (LCD) and
the like, a zoom button 126, a cross button 128, a MENU/OK
button 130, a DISP button 132, a BACK button 134 and the
like are provided. The monitor 13 may be incorporated in the
digital camera 10, or may be an external device.

The pair of right and left image-taking optical systems
11R, 11L is configured to include collapsible zoom lenses
(18R, 18L in FIG. 3), respectively, and they are extended from
the camera body 112 when the power of the digital camera 10
is turned ON. The zoom mechanism and collapsing mecha-
nism in the image-taking optical system are known technolo-
gies, and therefore the concrete explanation is omitted here.

The monitor 13 is a display device such as a color liquid
crystal panel in which a so-called lenticular lens having half-
cylindrical lenses is disposed on the anterior surface. This
monitor 13 is utilized as an image display unit for displaying
an image after image-taking, and is utilized as a GUI for a
variety of setting. Furthermore, it is utilized as an electronic
finder, which displays a live-view image picked up by an
imaging element at the time of image taking. Here, the ste-
reoscopic image display technique of the monitor 13 is not
limited to a parallax barrier technique. For example, it may be
a stereoscopic image display technique utilizing glasses, such
as an anaglyph technique, a polarizing filter technique or a
liquid crystal shutter technique.

The release button 14 is configured as a two-step stroke-
type switch that allows for a so-called “half-push” and “full-
push”. When a still image is taken (when a still image taking
mode is selected through the mode dial 122 or a menu), the
digital camera 10, once the half-push of the release button 14
is performed, performs an image-taking preparation process,
that is, each process of AE (Automatic Exposure), AF (Auto
Focus) and AWB (Automatic White Balance), and once the
full push is performed, it performs an image taking and
recording process. When a stereoscopic video is taken (when
a stereoscopic video taking mode is selected through the
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mode dial 122 or the menu), once the full push of the release
button 14 is performed, the stereoscopic video taking starts,
and once the full push is performed again, the image taking
finishes. Here, it may be set such that the stereoscopic video
taking is performed while the full push of the release button
14 is performed, and the image taking finishes once the full
push is released. Furthermore, a dedicated release button for
taking a still image and a dedicated release button for taking
a stereoscopic video may be provided.

The power/mode switch 120 (power switch and mode
switch) functions as a power switch of the digital camera 10,
and functions as switching means to switch between a play-
back mode and an image taking mode of the digital camera
10. The mode dial 122 is used for the setting in the image
taking mode. The digital camera 10 is set to a 2D still image
taking mode for taking a 2D still image, by setting the mode
dial 122 to a “2D still image position”, and is set to a 3D still
image taking mode for taking a 3D still image, by setting the
mode dial 122 to a “3D still image position”. Furthermore, the
digital camera 10 is set to a 3D video taking mode for taking
a 3D video, by setting the mode dial 122 to a “3D video
position”.

The zoom button 126 is used for the zoom operation of the
image-taking optical systems 11R, 111, and is configured by
a zoom-tele button for instructing a zoom to the telescopic
side and a zoom-wide button for instructing a zoom to the
wide side. The cross button 128 is provided such that the
pressing operation can be performed in four directions: right-
ward, leftward, upward and downward, and functions
depending on the setting state of the camera are assigned to
the pressing operations in the respective directions. The
MENU/OK button 130 is used for calling a menu screen
(MENU function), and is used for the determination of a
selected content, the instruction of a process execution, and
the like (OK function). The DISP button 132 is used for
inputting a switching instruction for the display content on
the monitor 13, and the like, and the BACK button 134 is used
for inputting an instruction such as a cancel of an input opera-
tion.

FIG. 3 is a block diagram showing the principal part of the
digital camera 10.

The digital camera 10 includes imaging means for the right
viewpoint that has the image-taking optical system 11R and
an imaging element 29R for the right viewpoint, and imaging
means for the left viewpoint that has the image-taking optical
system 111 and an imaging element 291, for the left view-
point.

The two image-taking optical systems 11 (11R, 11L) each
include zoom lenses 18 (18R, 18L), focus lenses 19 (19R,
19L), and apertures 20 (20R, 20L). These zoom lenses 18,
focus lenses 19 and apertures 20 are driven by zoom lens
control units 22 (22R, 22L), focus lens control units 23 (23R,
23L) and aperture control units 24 (24R, 24L.), respectively.
The respective control units 22, 23, 24 include stepping
motors, and are controlled by drive pulses to be given from
motor drivers not shown in the figure, which are connected
with a CPU 26.

Behind the two image-taking optical systems 11 (11R,
11L), CCD image sensors (hereinafter, simply referred to as
“CCDs”) 29 (29R, 29L) are each disposed. Here, MOS-type
image sensors may be used instead of the CCDs 29. As is well
known, the CCDs 29 include photoelectric conversion sur-
faces on each of which multiple photoelectric conversion
elements are arrayed, and subject light is entered to the pho-
toelectric conversion surfaces through the image-taking opti-
cal systems 11 so that subject images are formed. The CCDs
29 are connected with timing generators: TGs 31 (31R, 31L)
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that are controlled by the CPU 26, and by timing signals
(clock pulses) to be input from the TGs 31, the shutter speeds
of electronic shutters (the charge accumulation time in each
photoelectric conversion element) are determined.

The imaging signals output from the CCDs 29 are input to
analog signal processing circuits 33 (33R, 33L). The analog
signal processing circuits 33 include correlated double sam-
pling circuits (CDSs), amplifiers (AMPs) and the like. The
CDSs generate image data of R, G and B corresponding to the
charge accumulation time for each pixel, from the imaging
signals. The AMPs amplify the generated image data.

The AMPs function as sensitivity regulation means to regu-
late the sensitivities of the CCDs 29. The ISO sensitivities of
the CCDs 29 are determined by the gains of the AMPs. A/D
converters 36 (36R, 36L.) convert the amplified image data
from analog to digital. The digital image data output from the
A/D converters 36 (36R, 36L.), through image input control-
lers 38 (38R, 38L), are temporarily stored in an SDRAM 39,
which is a working memory, as image data for the right
viewpoint and image data for the left viewpoint, respectively.

A digital signal processing unit 41 reads the image data
from the SDRAM 39, performs various image processes such
as a gradation conversion, a white balance correction, a y
correction process and a YC conversion process, and stores
the image data in the SDRAM 39 again. The image data after
the image processing by the digital signal processing unit 41
are acquired by a VRAM 65 as a through image, and there-
after, are converted into analog signals for picture output by a
display control unit 42, to be displayed on the monitor 13. The
image data after the image processing that are acquired fol-
lowing the full-push of the release button 14 are compressed
in a predetermined compression format (for example, the
JPEG format) by a compression and decompression process-
ing unit 43, and thereafter, through a medium control unit 15,
are recorded in a memory card 16 as recording image.

An operation unit 25, by which various operations for the
digital camera 10 are performed, is configured by the various
buttons and switches 120 to 134 shown in FIG. 1 and FIG. 2.

The CPU 26 is provided for integrally controlling the digi-
tal camera 10. The CPU 26 controls the respective units such
as a battery 70, a power control unit 71 and a watch unit 72,
based on various control programs and setting information
stored in non-transitory computer-readable recording media
such a flash ROM 60 and a ROM 61, input signals from an
attitude detection sensor 73 and the operation unit 25, and the
like.

Furthermore, the digital camera 10 is provided with an
AE/AWB control unit 47 to perform an AE (Auto Exposure)/
AWB (Auto White Balance) control, and a parallax detection
unit 49 to detect a representative parallax for each of multiple
stereoscopic image frames. Furthermore, the digital camera
10 includes a flash control unit 23 to control the emission
timing and emission amount of a flash 5.

When the half-push of the release button 14 is performed,
the AE/AWB control unit 47 analyzes images (pickup
images) obtained by the CCDs 29, and calculates the aperture
values of the apertures 20 and the shutter speeds of the elec-
tronic shutters of the CCDs 29, based on the luminance infor-
mation of a subject and the like. Then, based on these calcu-
lation results, the AE/AWB control unit 47 controls the
aperture values through the aperture control units 24, and
controls the shutter speeds through TGs 31.

For example, based on a pickup image (right viewpoint
image or left viewpoint image) obtained by the CCD 29R or
CCD 29L of one image-taking optical system of the two
image-taking optical systems 11R, 111, the aperture values
and shutter speeds of both image-taking optical systems 11R,
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11L are calculated. Based on pickup images (right viewpoint
image and left viewpoint image) obtained by both image-
taking optical systems 11R and 11L, the respective aperture
values and shutter speeds of the image-taking optical systems
11R, 11L. may be calculated.

When the half-push of the release button 14 is performed,
an AF control unit 45 performs an AF search control of
moving the focus lenses 19R, 19 in the optical axis direction
and calculating the contrast value, and performs a focusing
control of moving the focus lenses 19R, 19L to the focusing
lens positions based on the contrast value. Here, the “contrast
value” is calculated based on image signals in predetermined
focusing evaluation value calculation areas of pickup images
obtained by the CCDs 29R, 291.. The “focusing lens posi-
tions” are positions of the focus lenses 19R, 191, where the
focus lenses 19R, 19L. are focused on at least a main subject.

For example, while at least one of the focus lenses 19R,
19L of the two image-taking optical systems 11R, 11L is
moved by the focus lens control unit 23R or 23, the contrast
value is calculated from a pickup image (right viewpoint
image or left viewpoint image) by one of the image-taking
optical systems 11R and 11L.. Based on the contrast value, the
focusing lens positions of the focus lenses 19R, 191 of the
two image-taking optical systems 11R, 11L are determined
respectively, and by the drive of the respective focus lens
control units 23R and 23L, the focus lenses 19R, 19L are
moved to the respective focusing lens positions. The respec-
tive focusing lens positions may be determined by performing
the AF search with both image-taking optical systems 11R,
11L, respectively.

The attitude detection sensor 73 detects the rotation direc-
tions and angles of the image-taking optical systems 11R,
11L relative to previously determined attitudes.

A camera shake control unit 62 drives, with motors, cor-
rection lenses not shown in the figure which are provided in
the image-taking optical systems 11R, 111, and thereby, cor-
rects optical axis gaps detected by the attitude detection sen-
sor 73 to prevent camera shake.

The CPU 26 controls a face recognition unit 64 such that a
face recognition is performed from the right and left image
data corresponding to the subject images in the image-taking
optical systems 11R, 11L. In response to the control of the
CPU 26, the face recognition unit 64 starts a face recognition,
and performs the face recognition from each of the right and
left image data. The face recognition unit 64 stores, in the
SDRAM 39, the face area information containing the position
information of face areas, which are respectively recognized
from the right and left image data as a result of the face
recognition. By a known method such as template matching,
the face recognition unit 64 can recognize the face area from
the images stored in the SDRAM 39. Here, examples of the
face area of a subject include the face area of a person or
animal in a pickup image.

A face correspondence decision unit 66 decides the corre-
spondence relation between the face area recognized from the
right image data and the face area recognized from the left
image data. That is, the face correspondence decision unit 66
identifies a pair of face areas, for which the pieces of position
information of the face areas respectively recognized from
the right and left image data are closest to each other. Then,
the face correspondence decision unit 66 performs the match-
ing of the image information between the face areas consti-
tuting the pair, and decides that the face areas constituting the
pair have a correspondence relation to each other, when the
accuracy of both the identity exceeds a predetermined thresh-
old value.
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The parallax detection unit 49 calculates a representative
parallax between predetermined areas of the right and left
image data. The predetermined area can include a partial area
or whole area of an image. Furthermore, the predetermined
area can include a face area detected by a known face detec-
tion, a face area matching a face area of a particular person
that is arbitrarily registered, a gazing point of an observer of
the monitor 13 or a videographer, a gazing point or subject
area of a stereoscopic video in the display surface of the
monitor 13 that is arbitrarily designated through a user inter-
face such as the operation unit 25, a vicinity area of a gazing
point, or the like. When there is a single observer for the
monitor 13, the gazing point of the observer can be detected
by a known gazing point detection such as PTLs 2 to 4. When
there are multiple observers for the monitor 13, a known
gazing point detection is applied to an observer meeting a
particular condition, for example, the closest observer to the
monitor 13, and thereby, the gazing point can be detected. The
gazing point of a videographer may be a whole or part of a
subject area that is designated at the time of image taking or
at another timing. The gazing point detection may be per-
formed by the digital camera 10, or may be performed by
another device, for example, an external display device such
as a television or a head-mount display.

For example, the representative parallax is calculated as
follows. First, the parallax detection unit 49 calculates a posi-
tion difference (corresponding-point distance) between par-
ticular points (corresponding points) that correspond between
face areas constituting a pair. Then, the parallax detection unit
49 calculates the average value of the parallaxes for the points
contained in the pair of face areas, and this is determined as
the representative parallax for the pair. When multiple face
areas are decided as having correspondence relations, the
parallax detection unit 49 calculates the representative paral-
lax only for amain face area of those face areas, and stores the
representative parallax for the main face area in the SDRAM
39. The main face area is a face area closest to the center of the
screen, a face area closest to the focusing evaluation value
calculation area, a face area having the largest size, or the like.

Alternatively, the parallax detection unit 49 makes a par-
allax histogram from the parallaxes for the corresponding
points in a predetermined area (for example, a partial area
such as a face area, or the whole area) of the right and left
image data. The class is arbitrary. Then, the class value of a
class having the highest frequency, that is, the mode value
may be determined as the representative parallax for the pre-
determined area.

Alternatively, the parallax detection unit 49 selects the
maximum parallax value or minimum parallax value from the
parallaxes for the corresponding points in a predetermined
area of the right and left image data, and may determine the
maximum parallax value or minimum parallax value as the
representative parallax for the predetermined area. Here,
when the predetermined area is a single point such as a gazing
point, the representative parallax is the maximum parallax
value and the minimum parallax value for the gazing point.

Alternatively, the parallax detection unit 49 may determine
the median value of the parallaxes for the corresponding
points in a predetermined area of the right and left image data,
as the representative parallax for the predetermined area.

Alternatively, the parallax detection unit 49 may determine
the average value of the parallaxes for the corresponding
points in a predetermined area of the right and left image data,
as the representative parallax for the predetermined area.

Other than the above, the representative parallax can be
calculated by various statistical operations. Here, values that
do not meet a predetermined condition may be excluded from
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sample values of the parallaxes to be used for calculating the
representative parallax. For example, the parallaxes for the
corresponding points in an area where the sharpness (spatial
frequency) of the image is lower than a predetermined refer-
ence value (a so-called defocus area), the parallaxes exceed-
ing a predetermined limit value, and the like may be excluded
from the sample values of the parallaxes to be used for cal-
culating the representative parallax, and the representative
parallax may be calculated from the parallaxes for the corre-
sponding points in an area meeting the predetermined condi-
tion. The condition may be determined based on image-tak-
ing conditions such as the zoom factors of the image-taking
optical systems 11R, 11L. This is because the parallax for an
identical corresponding point is magnified or demagnified in
response to a magnification or demagnification of the zoom
factor. Alternatively, there may be no predetermined exclu-
sion condition (no condition).

Alternatively, using the above statistical operations, the
parallax detection unit 49 may calculate the representative
parallax, from the parallaxes for a subject positioned on the
far side (background side), which is a side in the direction
farther from the digital camera 10 than a cross point of the
right and left image data, or on the near side (foreground
side), which is aside in the direction closer to the digital
camera 10. Here, the cross point is a convergent point at
which the optical axis of the image-taking optical system 11R
and the optical axis of the image-taking optical system 11L
intersect on the image-taking symmetry plane.

Furthermore, the representative parallax may be calculated
for different frames or over different scenes, by a common
statistical operation expression, or multiple kinds of repre-
sentative parallaxes may be calculated from an identical
frame by multiple statistical operation expressions.

For example, the maximum value of the parallaxes for one
arbitrary frame F is determined as a first representative par-
allax, and the minimum value of the parallaxes for the frame
F is determined as a second representative parallax. Thus,
multiple kinds of representative parallaxes may be deter-
mined from one frame.

Alternatively, as for the representative parallax for each
frame constituting a background scene X, using the above
statistical operations, the representative parallax may be cal-
culated from the parallaxes for the corresponding points of a
subject that is positioned on the far side (background side)
relative to the cross point. Then, as for the representative
parallax for each frame constituting a foreground scene Y,
using the above statistical operations, the representative par-
allax may be calculated from the parallaxes for the corre-
sponding points of a subject that is positioned on the near side
(foreground side) relative to the cross point. For example, for
one arbitrary frame, the maximum value of the parallaxes for
the corresponding points on the background side relative to
the cross point can be determined as a first representative
parallax, and the maximum value of the parallaxes for the
corresponding points on the foreground side relative to the
cross point can be determined as a second representative
parallax.

Alternatively, the maximum value of the parallaxes for the
corresponding points on the background side relative to the
cross point can be determined as a first representative paral-
lax, the maximum value of the parallaxes for the correspond-
ing points on the foreground side relative to the cross point
can be determined as a second representative parallax, the
minimum value of the parallaxes for the corresponding points
on the background side relative to the cross point can be
determined as a third representative parallax, and the mini-
mum value of the parallaxes for the corresponding points on
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the foreground side relative to the cross point can be deter-
mined as a forth representative parallax.

Alternatively, the maximum value of all the parallaxes for
an arbitrary frame contained in an identical scene can be
determined as a first parallax, and the minimum value of all
the parallaxes can be determined as a second parallax.

Thatis, only a single kind of representative parallax may be
determined by a single statistical operation, or multiple kinds
of representative parallaxes may be determined by multiple
different statistical operations.

Alternatively, the parallax detection unit 49 calculates the
average value of the parallaxes between the corresponding
points in predetermined areas that have a correspondence
relation between the right and left images, for example, the
center areas of the images or focusing evaluation value cal-
culation areas, and determines it as the representative parallax
for the pair.

The position information and representative parallax for
predetermined areas that have a correspondence relation are
stored inthe SDRAM 39 while being associated with the right
and left image data. For example, the position information
and representative parallax for face areas that have a corre-
spondence relation are stored as the supplementary informa-
tion (header, tag, meta-information or the like) of the image
data. In the case where the image data is compressed and
recorded in the memory card 16 as recording images, the
position information and representative parallax for the face
areas are recorded together in the supplementary information
of the recording images, as the tag information such as Exif,
for example.

A display-allowable parallax width acquisition unit 204
acquires a minimum display-allowable parallax Dmin and a
maximum display-allowable parallax Dmax, and inputs them
to a parallax adjustment unit 202. The mode of the acquisition
is arbitrary, and they may be input from the operation unit 25,
may be input from the ROM 61, the supplementary informa-
tion of stereoscopic video data, or the like, or may be input
from the monitor 13 as control information.

The maximum display-allowable parallax Dmax defines
the limit of the parallax in the divergence direction (in the
direction in which the stereoscopic image on the monitor 13
goes backward). As illustrated in the (a) portion of FIG. 4,
since human eyes do not spread outward, right and left images
having a parallax beyond the distance between the pupils do
not fuse, and a viewer cannot recognize them as one image,
causing eyestrain. Considering a child viewer, the distance
between the pupils is about 5 cm, and therefore, the number of
pixels of the monitor 13 corresponding to the distance is the
maximum display-allowable parallax Dmax. For example,
when the monitor 13 is a high-vision television having a size
0f 16:9 inches and the resolutionis 1920x 1080, the maximum
display-allowable parallax Dmax for each size of the monitor
13 is as shown in the (b) portion of FIG. 4. In the case where
the size of the monitor 13 is small as a built-in screen of a
digital camera or mobile phone, the parallax in the divergence
direction hardly becomes a problem, but in the case of the
monitor 13 having a large-size display surface as a television,
the parallax in the divergence direction becomes a problem.

The minimum display-allowable parallax Dmin defines the
limit of the excessive parallax (in the direction in which the
stereoscopic image on the monitor 13 goes forward). Unlike
the maximum display-allowable parallax Dmax, the mini-
mum display-allowable parallax Dmin cannot be uniquely
determined from the distance between the pupils. As output
conditions for determining the minimum display-allowable
parallax Dmin, for example, there are (1) the size of the
monitor 13, (2) the resolution of the monitor 13, (3) the
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viewing distance (the distance from a viewer to the monitor
13), and (4) the individual stereoscopic fusion limit of a
viewer.

As a standard example, (2) the resolution of the monitor 13
of'a high-vision television is 1920x1080, and (3) the viewing
distance is three times the screen height of the monitor 13.
Assuming these, (4) a general stereoscopic fusion limit is 57
pixels (a parallax angle of about 1 degree). A threshold value
setting unit 205 may input the information of (1) to (4) from
the exterior, based on a user operation, the setting information
of'the monitor 13, or the like. For example, a user can input the
resolution of the monitor 13 that the user is viewing, the
viewing distance, the stereoscopic fusion limit, through the
operation unit 25. However, when (2) to (4) are not particu-
larly input from the exterior, the threshold value setting unit
205 reads the above typical example from the ROM 61 or the
like, and then input it to the parallax adjustment unit 202.

The parallax adjustment unit 202 adjusts the width of the
representative parallaxes for the right and left image data such
that it falls within the display-allowable parallax width rang-
ing from the minimum display-allowable parallax Dmin to
the maximum display-allowable parallax Dmax.

FIG. 5 is a flowchart showing the parallax adjustment
process. This process is controlled by the CPU 26. A program
making the CPU 26 execute this process is stored in a com-
puter-readable recording medium such as the ROM 61. This
process is executed after the position information and repre-
sentative parallax for the above areas are stored in the supple-
mentary information of image data.

In S1, the parallax adjustment unit 202 attempts reading the
representative parallax for each stereoscopic image frame,
from the right and left image data of each stereoscopic image
frame constituting a whole or predetermined partial range of
a stereoscopic video and the supplementary information of
the stereoscopic video that are stored in the SDRAM 39 or the
memory card 16. The predetermined partial range of the
stereoscopic video may be designated through the operation
unit 25, or may be defined in the ROM 61 or the like. Also, the
units of the position and length of the range are arbitrary, and
can be designated by a frame number, an image-taking time,
a time interval, the number of frames and the like.

In 82, the display-allowable parallax width acquisition unit
204 acquires the display-allowable parallax width to the
SDRAM 39. The display-allowable parallax width is the
range from the minimum display-allowable parallax Dmin to
the maximum display-allowable parallax Dmax. The acqui-
sition source of the display-allowable parallax width includes
the operation unit 25, the built-in ROM 61, the external moni-
tor 13, electronic devices and the like.

In S3, the parallax adjustment unit 202 specifies the maxi-
mum value pmax of the representative parallax and the mini-
mum value pmin of the representative parallax, from the
representative parallax for each stereoscopic image, and cal-
culates a stereoscopic video parallax width by using pmax—
pmin. Then, the parallax adjustment unit 202 decides whether
the stereoscopic video parallax width<the display-allowable
parallax width holds. In the case of Yes, the process proceeds
to S4, and in the case of No, the process proceeds to S7.

Here, when the representative parallax is calculated by
multiple operation expressions and multiple kinds of repre-
sentative parallaxes are present, the maximum value of all
kinds of the representative parallaxes is specified as pmax,
and the minimum value of all kinds of the representative
parallaxes is specified as pmin. Then, the stereoscopic video
parallax width is calculated by using pmax—pmin.

In particular, when the maximum value maxk of the paral-
laxes for each frame Fk is a first kind of the representative
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parallax and the minimum value mink of the parallaxes for
each frame Fk is a second kind of the representative parallax,
pmax is the maximum value MAX of the maximum value of
the parallaxes for each frame Fk (maxk) and pmin is the
minimum value MIN of the minimum value of the parallaxes
for each frame Fk (mink).

In S4, the parallax adjustment unit 202 decides whether the
maximum value pmax of the representative parallax>the
maximum display-allowable parallax Dmax holds. In the
case of Yes, the process proceeds to S6, and in the case of No,
the process proceeds to S5.

In S5, the parallax adjustment unit 202 decides whether the
minimum value pmin of the representative parallax<the mini-
mum display-allowable parallax Dmin holds. In the case of
Yes, the process proceeds to S6, and in the case of No, the
process proceeds to S16.

In S6, the parallax adjustment unit 202 shifts the represen-
tative parallax for each stereoscopic image frame such that
the stereoscopic video parallax width falls within the display-
allowable parallax width. That is, in the case where the deci-
sion of Yes has been made in S4, each representative parallax
is shifted in the negative (down) direction such that each
representative parallax falls within the range of Dmax to
Dmin. In the case where the decision of Yes has been made in
S5, each representative parallax is shifted in the positive (up)
direction such that each representative parallax falls within
the range of Dmax to Dmin.

In S7, a scene separation unit 206 detects a change in the
scene of the stereoscopic image frames. The level of the scene
detection by the scene separation unit 206 can be altered.
Here, the level of the scene detection can be altered in stages
among Levels 1 to 3. The initial detection level at the first-
time execution of S7 is Level 1, and the scene change is
detected at the initial detection level until the level is altered
in S13 described later. The estimation accuracy of the detec-
tion of the scene change decreases in the order of Level
1>Level 2>Level 3.

The detection method of the scene change differs depend-
ing on the level. At Level 1, in which the estimation accuracy
of the detection of the scene change is highest, the scene
change is detected based on an explicit user operation of
designating a breakpoint of the scene, which is input from the
operation unit 25 or the like. For example, a stereoscopic
image frame that has been designated as a breakpoint of the
scene by an editing operation is detected as a stereoscopic
image frame at which the scene changes. The editing opera-
tion includes the designation of a cutting point of a stereo-
scopic image frame in a stereoscopic video, the designation of
a connecting point of different stereoscopic videos, and the
like. Also, a stereoscopic image frame at which the release
button 14 has been turned on or off can be detected as a
stereoscopic image frame at which the scene changes.

At Level 2, in which the estimation accuracy of the detec-
tion is lower than Level 1, a stereoscopic image frame
acquired at the time point of a factor changing operation of the
zoom lens 18 by the zoom button 126 is detected as a stereo-
scopic image frame at which the scene changes.

At Level 3, in which the estimation accuracy of the detec-
tion is lower than Level 2, when the difference in the image
information between two contiguous stereoscopic image
frames a, b exceeds a predetermined threshold value, the
stereoscopic image frame b is detected as a stereoscopic
image frame at which the scene changes. This image infor-
mation includes luminance information, color information,
the statically processed information (histogram and the like)
of that information, and the like.
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The scene detection methods corresponding to the levels
may be freely set by a user through a scene separation infor-
mation input unit 207. The scene separation information input
unit 207 and the operation unit 25 may have common means.

The scene separation unit 206 separates the stereoscopic
video inton (n=2, 3 .. . ) sections on the basis of stereoscopic
image frames at which scene changes are detected. By break-
ing the stereoscopic video at the stereoscopic image frames at
which scene changes are detected, the sections of the sepa-
rated stereoscopic video constitute different scenes, respec-
tively. The scene separation unit 206 inputs, to the parallax
adjustment unit 202, the scene information indicating the first
stereoscopic image frame and last stereoscopic image frame
of'each scene S(k). Here, k is 1 to n, and the initial value of k
is 1. The value ofk is incremented by 1 whenever the loop of
S7 to S15 is repeated.

In S8, the parallax adjustment unit 202 specifies the maxi-
mum value pmax(k) of the representative parallax and the
minimum value pmin(k), from the representative parallax for
each stereoscopic video frame in the scene S(k) discriminated
in accordance with the scene information, and calculates the
stereoscopic video parallax width for the scene S(k) by using
pmax (k)-pmin (k). Then, the parallax adjustment unit 202
decides whether the stereoscopic video parallax width for the
scene S(k)<the display-allowable parallax width holds. In the
case of Yes, the process proceeds to S9, and in the case of No,
the process proceeds to S12.

In 89, the parallax adjustment unit 202 decides whether the
maximum value pmax(k) of the representative parallax for
the scene S(k)>the maximum display-allowable parallax
Dmax holds. In the case of Yes, the process proceeds to S11,
and in the case of No, the process proceeds to S10.

In S10, the parallax adjustment unit 202 decides whether
the minimum value pmin of the representative parallax for the
scene S(k)<the minimum display-allowable parallax Dmin
holds. In the case of Yes, the process proceeds to S11, and in
the case of No, the process proceeds to S15.

In S11, the parallax adjustment unit 202 shifts the repre-
sentative parallax for each stereoscopic image frame in the
scene S(k), in the positive or negative direction, such that the
representative parallaxes for the scene S(k) fall within the
range of Dmax to Dmin.

In S12, the scene separation unit 206 decides whether it is
possible to set a scene detection method by a lower separation
level than the currently-set scene separation level. For
example, in the case where the scene detection level can be
altered among Level 1 to 3 as described above, the decision of
Yes is made if the currently-set level is Level 1 or 2, and the
decision of No is made if the currently-set level is Level 3.

In S13, the scene separation unit 206 alters the scene sepa-
ration level. For example, the scene separation unit 206 sets a
level in which the estimation accuracy is lower by one stage
than the current level, as a new detection level. Thereafter, the
process returns to S7, and the detection of the scene change in
the stereoscopic video is performed at the new detection level.
Alternatively, the detection of the scene change may be per-
formed at both of the previously-set level and the lately-set
level.

In S14, the parallax adjustment unit 202 adjusts the repre-
sentative parallax for each stereoscopic image frame in the
scene S(k) such that the stereoscopic video parallax width for
the scene S(k) falls within the display-allowable parallax
width. For example, the representative parallax for each ste-
reoscopic image frame in the scene S(k) is uniformly reduced
by a reduction ratio of (X-Y)/X, when the stereoscopic video
parallax width for the scene S(k) is X, the display-allowable
parallax width is Y, and X>Y holds.
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In S15, the CPU 26 decides whether k=n holds, that is,
whether the loop of S7 to S15 has been executed for all the
scenes S(1) to S(n). In the case of Yes, the process proceeds to
S16. In the case of No, the value of’k is incremented by 1, and
the process returns to S8.

In S16, the parallax adjustment unit 202 reads out a stereo-
scopic video parallax-output parallax conversion table stored
in the ROM 61 or the like, to the SDRAM 39. FIG. 6 shows an
example of the stereoscopic video parallax-output parallax
conversion table. This table defines an integer output parallax
corresponding to an arbitrary representative parallax for the
stereoscopic image frames. In this table, for example, repre-
sentative parallaxes of M to M+t correspond to an output
parallax of N, and representative parallaxes of M+t to M+2t
correspond to an output parallax of N+1. Here, since the
minimum display unit of an image is 1 pixel, the output
parallax in the pixel unit is shown as an integer.+

The parallax adjustment unit 202 determines the output
parallax corresponding to the representative parallax (which
includes the representative parallax after the shift or after the
reduction) for each stereoscopic image frame, in accordance
with the stereoscopic video parallax-output parallax conver-
sion table stored in the ROM 61 or the like.

The display control unit 42 sequentially displays each ste-
reoscopic image frame on the monitor 13 with the deter
output parallax, and thereby, plays back the stereoscopic
video.

FIG. 7 illustrates a manner of the parallax width adjustment
in the process.

For example, suppose that the video parallax width of a
certain stereoscopic video exceeds the display-allowable par-
allax width, as shown in the (a) portion of FIG. 7. In this case,
No is decided in S3, and the scene separation of this video is
performed in S7. The (b) portion of FIG. 7 illustrates sepa-
rated scenes. In this figure, the single stereoscopic video is
separated into three scenes SN1 to SN3.

After the scene separation, in S8, the video parallax width
for each scene is compared with the display-allowable paral-
lax width. In the case where the video parallax width for a
scene exceeds the display-allowable parallax width, No is
decided in S8, the detection level of the scene change is
altered in S13, and then the scene change is detected at the
level after the alteration, again.

In the case where the video parallax width for a scene does
not exceed the display-allowable parallax width, Yes is
decided in S8, and the decision whether the representative
parallax should be shifted for the scene is made in S9 and/or
S10. In the case where the decision that the maximum paral-
lax for the scene exceeds the maximum display-allowable
parallax is made in S9, or where the decision that the mini-
mum parallax for the scene falls below the minimum display-
allowable parallax is made in S10, the representative parallax
for each stereoscopic image frame contained in the scene is
shifted so as to fall within the range of the minimum value to
maximum value of the display-allowable parallax, in S11.

The (c) portion of FIG. 7 illustrates the shift of the repre-
sentative parallax for each separated scene. In this figure, the
representative parallaxes for the scene SN1 are uniformly
shifted downward by A1, the representative parallaxes for the
scene SN2 are uniformly shifted downward by A2, and the
representative parallaxes for the scene SN3 are uniformly
shifted downward by A3.

The blocks necessary for executing the above process may
be included in an electronic device other than the digital
camera. For example, as shown in FIG. 8, this process can be
executed by an image processing device including blocks for
displaying a planar or stereoscopic image, such as the CPU
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26, the VRAM 65, the SDRAM 39, the flash ROM 60, the
ROM 61, the compression and decompression processing
unit 43, the medium control unit 15, the parallax detection
unit 49, the parallax adjustment unit 202, an image input unit
201 (for example, the image input controller 38, the medium
control unit 15 and the like), the display-allowable parallax
width acquisition unit 204, the scene separation unit 206, the
scene separation information input unit 207, and the image
output unit 208 (for example, the monitor 13, the medium
control unit 15 and the like).

A stereoscopic video to be input by the image input unit
201 is not limited to a stereoscopic video directly output from
the imaging means, and for example, may be a stereoscopic
video that the medium control unit 15 reads from a medium
such as the memory card 16, or that is received through a
network.

The destination to which the image output unit 208 outputs
an image after the parallax adjustment completion is not
limited to the display control unit 42 and the monitor 13, and
the image does not need to be displayed promptly after the
parallax adjustment. For example, the medium control unit 15
may store the adjusted representative parallax for each ste-
reoscopic image frame, that is, the output parallax, a medium
such as the memory card 16, as stereoscopic video data asso-
ciated with each stereoscopic image frame. Alternatively, the
stereoscopic video data may be sent through a network. Alter-
natively, each stereoscopic image frame can be printed as a
printed matter such as a lenticular print.

Also, the mode setting of whether the parallax adjustment
process is operated, and the timing therefor are arbitrary. For
example, when the image taking mode is started, the parallax
adjustment process is not performed, and after a full-push of
the release button 14 is performed, the parallax adjustment is
started. Alternatively, when stereoscopic video data of the
memory card 16 are displayed on the external monitor 13
such as a television, the parallax adjustment is started.

By the above process, in the case where the representative
parallax for each stereoscopic image frame exceeds the dis-
play-allowable parallax width, whether the parallax width
should be compressed is decided for each scene, and the
parallax width is adjusted on a scene basis. Therefore, the
representative parallax at the time of taking the stereoscopic
video can be kept and output.

In particular, in the case of pmax=MAX (maxk) and
pmin=MIN (mink), the range of the maximum to minimum of
parallaxes that an observer is likely to perceive is adjusted to
the display-allowable parallax width, leading to a further
reduction in the likelihood of giving feeling of fatigue.

Here, the above parallax adjustment process can be
executed for each of the different kinds of representative
parallaxes. In this case, there may a possibility that the par-
allax adjustment results are not consistent among the differ-
ent kinds of representative parallaxes. On this occasion, a
result appropriate for an observer may be selected and
executed, or the parallax adjustment and the parallax width
adjustment may be cancelled.

For example, suppose that, in one arbitrary frame, the
maximum value of the parallaxes on the background side
relative to the cross point is a first maximum representative
parallax, the minimum value of the parallaxes on the back-
ground side relative to the cross point is a first minimum
representative parallax, the maximum value of the parallaxes
on the foreground side relative to the cross point is a second
maximum representative parallax, and the minimum value of
the parallaxes on the foreground side relative to the cross
point is a second minimum representative parallax, and that
the parallax adjustment process is performed for the first
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maximum and minimum representative parallaxes, and fur-
ther, the parallax adjustment process is performed for the
second maximum and minimum representative parallaxes.
Then, for example, suppose that, for the video parallax
width (second video parallax width) for a scene S(k) that is
determined by the second maximum and minimum represen-
tative parallaxes, YES is decided in S8, but for the video
parallax width (first video parallax width) for the scene S(k)
that is determined by the first maximum and minimum rep-
resentative parallaxes, NO is decided in S8, NO is decided in
S12 to proceed to S14 and the parallax adjustment is per-
formed in S14. In this case, the process returns to S1 again,
and the second maximum and minimum representative par-
allaxes and the second video parallax width are calculated
from the scene S(k) after the parallax adjustment. In the case
where NO is decided in S8 for the second video parallax
width for the scene S(k) after the parallax adjustment, the
parallax adjustment may be canceled, and the state before the
parallax adjustment of the video is performed may be
restored. The same can be performed in the case where YES
is decided in S8 for the first video parallax width but NO is
decided in S8 for the second video parallax width. This allows
the parallax adjustment on the background side and the par-
allax adjustment on the foreground side to be consistent.

Second Embodiment

When the parallax amount is adjusted for each scene, there
is a probability that a variation in the output parallax involved
in a change in scene is different from a variation in the original
parallax at the time of taking an image and a viewer has an
uncomfortable feeling. Hence, in S11, for the immediately
previous scene S(k-1) and the current scene S(k) (here,
2<k=n), the parallax adjustment unit 202 may further decide
whether both of the parallax widths for the scenes S(k-1) and
S(k) do not exceed the display-allowable parallax width, and
may shift the scene S(k) to the display-allowable parallax
width by acommon shift amount with the scene S(k-1), inthe
case of deciding that both of the parallax widths for the scenes
S(k-1) and S(k) do not exceed the display-allowable parallax
width. This process is repeated with the increment of k. If all
the video parallax widths for two or more successive scenes
do not exceed the display-allowable parallax width, those two
ormore scenes are shifted upward or downward by a common
shift amount, so as to fall within the range of the display-
allowable parallax.

For example, suppose that the representative parallaxes for
the stereoscopic frames in a certain stereoscopic video fluc-
tuate as shown in the (a) portion of FIG. 9. The (b) portion of
FIG. 9 illustrates scenes separated from this stereoscopic
video. In this figure, the single stereoscopic video is separated
into three scenes SN1 to SN3.

A parallax width W1 for two scenes SN1 and SN2 exceeds
a display-allowable parallax width W0. On the other hand, a
parallax width W2 for two scenes SN2 and SN3 do not exceed
the display-allowable parallax width WO0. In this case, the
decision whether the representative parallax should be shifted
is made for the two scenes SN2 and SN3, in S9 and/or S10. In
the case where the decision that the maximum parallax for the
scenes exceeds the maximum display-allowable parallax is
made in S9, or where the decision that the minimum parallax
for the scenes falls below the minimum display-allowable
parallax is made in S10, the representative parallax for each
stereoscopic image frame contained in the two scenes SN2
and SN3 is shifted so as to fall within the display-allowable
parallax width, in S11.
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The (¢) portion of FIG. 9 illustrates the shift of the repre-
sentative parallax for each separated scene. In this figure, the
representative parallaxes for the scene SN1 are uniformly
shifted downward by A1, and the representative parallaxes for
the scenes SN2 and SN3 are both shifted downward by A2.

Thus, in the case where the parallax width of the represen-
tative parallaxes for successive scenes falls within the dis-
play-allowable parallax width, by setting the shift amount of
the representative parallaxes for those scenes to a common
value, the transition of the parallaxes before and after the
scene change becomes the same as that at the time of taking
the image, resulting in a stereoscopic image that is easy for a
viewer to view.

Third Embodiment

In the first and second embodiments, when contiguous
scenes are greatly different in the adjustment amount of the
representative parallax (the variation amount of the represen-
tative parallax by the parallax width reduction and/or the
variation amount of the representative parallax by the shift),
there is a high probability that the distance to a subject sud-
denly changes at the time of the scene change between the
scenes. Hence, in the case where the difference of the adjust-
ment amount of the representative parallax between the
scenes is greater than or equal to a predetermined threshold
value, a smoothing may be performed for the adjustment
amounts of the representative parallaxes between the scenes.

Concretely, suppose that a scene A and a scene B are
temporally contiguous, the adjustment amount of the repre-
sentative parallaxes for the scene A is a, and the adjustment
amount of the representative parallaxes for the scene B is b.
The parallax adjustment unit 202 decides whether la-bl<a
predetermined threshold value (for example, 5 pixels) holds.
In the case of No, the parallax adjustment unit 202 performs
a smoothing of the adjustment amount a of the representative
parallax for the scene A and the adjustment amount b of the
representative parallax for the scene B, in a predetermined
range.

For example, the parallax adjustment unit 202 gradually
alters the parallax adjustment amount from a to b, from the
stereoscopic image frame at the start of the scene B to a
stereoscopic image frame after about 100 frames. Alterna-
tively, the parallax adjustment unit 202 gradually alters the
parallax adjustment amount from a to b, from a stereoscopic
image frame about 50 frames before the end of the scene A to
a stereoscopic image frame about 50 frames after the start of
the scene B. Thereby, it is possible to ease a sudden change in
the parallax adjustment amount involved in the scene change.
Here, the alteration in the parallax adjustment amount
between the scenes may be performed in accordance with a
predetermined function that adopts a time axis as a parameter,
for example, a linear function.

What is claimed is:

1. An image processing device comprising:

a representative parallax detection device configured to
acquire representative parallaxes for respective stereo-
scopic image frames constituting a whole or predeter-
mined partial range of a stereoscopic video;

a scene separation processing device configured to process
the stereoscopic video so as to separate the stereoscopic
video into multiple scenes, when a parallax width does
not comply with an allowable parallax width, the paral-
lax width being defined by a maximum value and a
minimum value of the representative parallaxes for the
respective stereoscopic image frames acquired by the
representative parallax detection device, the allowable
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parallax width being defined by a previously determined
maximum allowable parallax and a minimum allowable
parallax;

aparallax adjustment processing device configured to pro-

cess data of the parallax width so as to decide whether a
scene parallax width complies with the allowable paral-
lax width, for each of the scenes separated by the scene
separation processing device, and, in response to the
decision result, uniformly adjust the representative par-
allaxes for the respective stereoscopic image frames
constituting the scene such that the scene parallax width
complies with the allowable parallax width, the scene
parallax width being defined by a maximum value and a
minimum value of the representative parallaxes for the
respective stereoscopic image frames constituting the
scene; and

an output device configured to output data representing the

stereoscopic image frames whose representative paral-
laxes are adjusted by the parallax adjustment processing
device,

wherein the representative parallaxes for the respective

stereoscopic image frames include a statistical operation
value to be calculated based on parallaxes that, of par-
allaxes for the stereoscopic image frames, meet a prede-
termined condition, and

wherein

the statistical operation value includes at least one of an
average value, a maximum value, a minimum value, a
mode value and a median value of the parallaxes for
the stereoscopic image frame, and

the representative parallaxes for the respective stereo-
scopic image frames include at least one of an average
value, a maximum value, a minimum value, a mode
value and a median value of parallaxes for a subject
present on a background side or parallaxes for a sub-
ject present on a foreground side, among the paral-
laxes for the stereoscopic image frame, the back-
ground side being a side in a direction farther from an
imaging device than a cross point, and the foreground
side being a side in a direction closer to the imaging
device than the cross point.

2. The image processing device according to claim 1,
wherein, when the scene parallax width for a certain scene

complies with the allowable parallax width but the maxi-
mum value of the representative parallaxes for the
respective stereoscopic image frames constituting the
scene is higher than a previously determined upper limit
of the representative parallaxes, the parallax adjustment
processing device adjusts the representative parallaxes
for the respective stereoscopic image frames constitut-
ing the scene such that the representative parallaxes fall
below the upper limit of the representative parallaxes.

3. The image processing device according to claim 2,
wherein, when each scene parallax width corresponding to

two or more successive scenes complies with the allow-
able parallax width but the maximum value of the rep-
resentative parallaxes for the respective stereoscopic
image frames constituting the two or more successive
scenes is higher than the upper limit of the representative
parallaxes, the parallax adjustment processing device
uniformly adjusts the representative parallaxes for the
respective stereoscopic image frames constituting the
two or more successive scenes such that the representa-
tive parallaxes fall below the upper limit of the repre-
sentative parallaxes.
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4. The image processing device according to claim 1,

wherein, when the scene parallax width for a certain scene
complies with the allowable parallax width but the mini-
mum value of the representative parallaxes for the
respective stereoscopic image frames constituting the
scene falls below a previously determined lower limit of
the representative parallaxes, the parallax adjustment
processing device adjusts the representative parallaxes
for the respective stereoscopic image frames constitut-
ing the scene such that the representative parallaxes are
higher than the lower limit of the representative paral-
laxes.

5. The image processing device according to claim 4,

wherein, when each scene parallax width corresponding to
two or more successive scenes complies with the allow-
able parallax width but the minimum value of the repre-
sentative parallaxes for the respective stereoscopic
image frames constituting the two or more successive
scenes falls below the lower limit of the representative
parallaxes, the parallax adjustment processing device
uniformly adjusts the representative parallaxes for the
respective stereoscopic image frames constituting the
two or more successive scenes such that the representa-
tive parallaxes are higher than the lower limit of the
representative parallaxes.

6. The image processing device according to claim 1,

wherein, when the scene parallax width for a scene sepa-
rated in accordance with a first predetermined criterion
does not comply with the allowable parallax width, the
scene separation processing device separates the stereo-
scopic video in accordance with the first predetermined
criterion and a second criterion that is different from the
first predetermined criterion.

7. The image processing device according to claim 6,
wherein the second criterion has a lower estimation accu-
racy for a change in the scene than the first criterion.

8. The image processing device according to claim 6,

wherein, for each of the scenes separated in accordance
with the first criterion and the second criterion by the
scene separation processing device, the parallax adjust-
ment processing device decides whether the scene par-
allax width for the scene complies with the allowable
parallax width, and adjusts the representative parallaxes
for the respective stereoscopic image frames constitut-
ing the scene such that the scene parallax width complies
with the allowable parallax width, when deciding that
the scene parallax width for the scene does not comply
with the allowable parallax width.

9. The image processing device according to claim 1,

wherein, when a difference of adjustment amounts of the
representative parallaxes between two contiguous
scenes exceeds a predetermined threshold value, the
parallax adjustment processing device performs a
smoothing of the adjustment amounts of the representa-
tive parallaxes between the two contiguous scenes.

10. The image processing device according to claim 1,

wherein the parallaxes that meet the predetermined condi-
tion include a parallax for a gazing position to the ste-
reoscopic image frame.

11. The image processing device according to claim 10,

wherein the gazing position includes a gazing point of a
viewer of the stereoscopic image frame, a gazing point
of'a videographer of the stereoscopic image frame, or an
arbitrary designated gazing point in the stereoscopic
image frame.
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12. The image processing device according to claim 1,

wherein the parallaxes that meet the predetermined condi-
tion include parallaxes for a face area, parallaxes for a
focusing evaluation value calculation area, parallaxes
for a central image area, parallaxes for a subject present
on a background side among the parallaxes for the ste-
reoscopic image frame, or parallaxes for a subject
present on a foreground side among the parallaxes for
the stereoscopic image frame, the background side
being a side in a direction farther from an imaging device
than a cross point, and the foreground side being a side
in a direction closer to the imaging device than the cross
point.
13. The image processing device according to claim 1,
wherein the representative parallaxes for the respective
stereoscopic image frames include both a first represen-
tative parallax and a second representative parallax, the
first representative parallax being a maximum value of
the parallaxes that, of the parallaxes for the stereoscopic
image frame, meet the predetermined condition, and the
second representative parallax being a minimum value
of the parallaxes that, of the parallaxes for the stereo-
scopic image frame, meet the predetermined condition,
and
the scene separation processing device separates the ste-
reoscopic video into the multiple scenes, when the par-
allax width defined by the maximum value of the first
representative parallax and the minimum value of the
second representative parallax does not comply with the
allowable parallax width defined by the previously
determined maximum allowable parallax and the mini-
mum allowable parallax.
14. An image processing method to be executed in an
image processing device including processing circuitry that
performs a representative parallax acquisition, a scene sepa-
ration, a parallax adjustment and data output, the image pro-
cessing method comprising:
acquiring representative parallaxes for respective stereo-
scopic image frames constituting a whole or predeter-
mined partial range of a stereoscopic video;

performing scene separation by separating the stereoscopic
video into multiple scenes, when a parallax width does
not comply with an allowable parallax width, the paral-
lax width being defined by a maximum value and a
minimum value of the representative parallaxes for the
respective stereoscopic image frames acquired by the
acquiring step, and the allowable parallax width being
defined by a previously determined maximum allowable
parallax and a minimum allowable parallax;
deciding whether a scene parallax width complies with the
allowable parallax width, for each of the scenes sepa-
rated by the step of performing scene separation, and,

in response to the decision result, uniformly adjusting the
representative parallaxes for the respective stereoscopic
image frames constituting the scene such that the scene
parallax width complies with the allowable parallax
width, the scene parallax width being defined by a maxi-
mum value and a minimum value of the representative
parallaxes for the respective stereoscopic image frames
constituting the scene; and

outputting the stereoscopic image frames whose represen-

tative parallaxes are adjusted by the step of uniformly
adjusting the representative parallaxes,

wherein the representative parallaxes for the respective

stereoscopic image frames include a statistical operation
value to be calculated based on parallaxes that, of par-
allaxes for the stereoscopic image frames, meet a prede-
termined condition, and
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wherein
the statistical operation value includes at least one of an
average value, a maximum value, a minimum value, a
mode value and a median value of the parallaxes for
the stereoscopic image frame, and
the representative parallaxes for the respective stereo-
scopic image frames include atleast one of an average
value, a maximum value, a minimum value, a mode
value and a median value of parallaxes for a subject
present on a background side or parallaxes for a sub-
ject present on a foreground side, among the paral-
laxes for the stereoscopic image frame, the back-
ground side being a side in a direction farther from an
imaging device than a cross point, and the foreground
side being a side in a direction closer to the imaging
device than the cross point.
15. A non-transitory computer-readable recording medium
having an image processing program to be executed in an
image processing device including processing circuitry that
includes a representative parallax detection device, a scene
separation processing device, a parallax adjustment process-
ing device and an output device, the image processing pro-
gram when executed causes the image processing device to
perform the steps of:
acquiring representative parallaxes for respective multiple
stereoscopic image frames constituting a whole or pre-
determined partial range of a sterecoscopic video;

separating the stereoscopic video into multiple scenes,
when a parallax width does not comply with an allow-
able parallax width, the parallax width being defined by
amaximum value and a minimum value of the represen-
tative parallaxes for the respective stereoscopic image
frames acquired by the step of acquiring representative
parallaxes, and the allowable parallax width being
defined by a previously determined maximum allowable
parallax and a minimum allowable parallax;
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deciding whether a scene parallax width complies with the
allowable parallax width, for each of the scenes sepa-
rated by the separating step, and,
in response to the decision result, uniformly adjusting the
representative parallaxes for the respective stereoscopic
image frames constituting the scene such that the scene
parallax width complies with the allowable parallax
width, the scene parallax width being defined by a maxi-
mum value and a minimum value of the representative
parallaxes for the respective stereoscopic image frames
constituting the scene; and
outputting the stereoscopic image frames whose represen-
tative parallaxes are adjusted by the step of uniformly
adjusting the representative parallaxes,
wherein the representative parallaxes for the respective
stereoscopic image frames include a statistical operation
value to be calculated based on parallaxes that, of par-
allaxes for the stereoscopic image frames, meet a prede-
termined condition, and
wherein
the statistical operation value includes at least one of an
average value, a maximum value, a minimum value, a
mode value and a median value of the parallaxes for
the stereoscopic image frame, and
the representative parallaxes for the respective stereo-
scopic image frames include at least one of an average
value, a maximum value, a minimum value, a mode
value and a median value of parallaxes for a subject
present on a background side or parallaxes for a sub-
ject present on a foreground side, among the paral-
laxes for the stereoscopic image frame, the back-
ground side being a side in a direction farther from an
imaging device than a cross point, and the foreground
side being a side in a direction closer to the imaging
device than the cross point.
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